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Abstract 
This malpractice plague in exams continues to rage on in educational institutions despite a continued 

high level of integrity challenge. It has been demonstrated that traditional systems of invigilating 

examinations are incapable, because they are flawed, firstly, by inherent flaws in the system design, 

second, with inherent biases of the human being, and third, in resources available at a certain time. 

This current report provides our new solution, the Camera Cheating Behaviour Detection System 

which is based on AI for identification of behavioural patters that are suspiciously observed and thus 

related to cheating. Our solution approach focuses on motion patterns and body orientations unlike the 

use of face recognition techniques, which makes privacy paramount on students while taking their 

examinations. The machine learning based AI system was developed and trained on behind the 

complex compiled dataset that represents cheating behaviours emulated by our project members while 

working on the project. Additionally, a web based exam management system has been developed to 

provide live color-coded alerts when suspicious activities are detected. Future works include 

expansion of the dataset to improve detection abilities further, more advanced functionalities for the 

system itself and compatibility with currently deployed classroom CCTV systems. Our greatest war is 

on a surveillance system that is efficient, effective and above all impartial to ensure academic 

integrity within learning boards. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



List of Abbreviations 
AI: Artificial Intelligence 

CCTV: Closed-Circuit Television 

YOLO: You Only Look Once (an object detection model family) 

GPU: Graphics Processing Unit  
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Chapter 1: Introduction 

1.1 Background 

Academic institutions are ever faced with the consistent challenge of sustaining examination process and 

practices. 

It has been proved that traditional surveillance has been ineffective, and its detection capacities have been 

limited, hence allowing some mischiefs of academic dishonesty remain undetected. 

1.2 Motivation and Problem Statement 

The foregoing project is driven by the need to enhance the efficiency and precision of academic cheatable 

detection systems. Human surveillance is constrained by subjective bias, fatigue, few-eyedness, and 

problems of monitoring large testing environments. It calls for an immediate solution of creating a 

technological solution that can plug on those loopholes and install accurate and unbiased sensors for 

cheating detection in real time. The aim here therefore would be to imagine and integrate such a system 

which would reduce human inconveniences in surveillance for an effective mechanism on speedy detection 

of cheating malpractices for timely remedial actions. 

1.3 Objectives 

The main objective with this project is to come up with AI vision system for capturing academic fraud, 

hence helping the collar suspicious acts in real-time when an examination is in process. Timely notification 

to an examiner should occur in case an alleged cheating is found, and it will pave the way for timely 

intervention. All for the secure logging of reported cases of cheating to analyse incidents and record-

keeping after the investigation is over. Do the analysis of behaviours without the use of face recognition 

and protect the privacy of the students. 

1.4 Project Contributions 

The innovation in this research effort is the designing of an innovative AI solution to monitor exams while 

maintaining some of the privacy parameters intact. When given priority over identification parameters, the 

behavioral traces of body movement and pose enable the solution in this system to offer additional 

efficiency in detection, while adhering to the privacy of the candidate. In addition, this full solution also 

favors automated, objective monitoring and therefore, there is a reduction in dependency on human 

proctors. Intensive use of AI technology and its implementation on exams are brought together through the 

development of a series of intuitive web interfaces for examiners. Aggregated, these contributions build a 

foundation to piece together improvements in surveillance effectiveness and fairness for exams. 

1.5 Documentation Overview 

This report outlines the phases through which implementation of the project went though. The first 

question that the report addresses is planning and requirements analysis-specification of scope and 

objectives of the system. Following this is the literature review of other works. After design and analysis of 

the system, charting and design choices. The following chapters are dedicated to the subsequent 

description of implementation progress including AI model training and web interface development. 

Finally, the report announces results, as well as a discussion of the challenges encountered and 

improvements in future. Complementary technical details among other supporting data are available in the 

appendices. 

 



Chapter 2: Literature Review 
(This literature review examines recent developments in automated cheating detection and related AI 

technologies, highlighting the gap addressed by our project.) 

 

2.1 Existing AI Surveillance Systems 

For such papers, systems that view scholarly assessment sometimes employ detection frameworks for 

objects that are already old, say YOLOv3, for example. Such detection frameworks do not provide for real-

time execution when considered for resource-constrained devices. On the other hand, a purely cloud-based 

proctoring approach leads to long delays and more privacy considerations concerning the examinee. 

2.2 Pose Estimation Models 

Complex pose estimation techniques, including OpenPose, are used to detect undesirable movements by 

students. These are top-notch for recognizing postures but require a whole lot of computational resources 

and would not operate in real-time on normal hardware without significant optimization. 

2.3 Advancements in YOLOv11 
YOLOv11-nano, the most recent version of YOLO models, is especially made for edge devices and 

performs even better than its predecessors, like the YOLOv8n, both in speed and accuracy. By 

incorporating Multi-Task Learning Optimization and Grouped Efficient Layer Aggregation Network into 

YOLOv10 and YOLOv11, inference speed and accuracy are further increased, thus greatly facilitating 

real-time cheating detection application during exams. 

2.4 Hybrid Models 

Others combine both artificial intelligence methods, such as audio and image processing in order to 

enhance detection efficacy. However, the amalgamation of these models more often than not presents 

additional structural complexity. While highly promising this additional complexity may prevent real time 

deployment with standard examination room equipment.   

2.5 Conclusion 

In general, the state of the art has neither provided a successful efficient real-time cheating detection 

system that could operate on local devices, a laptop of a teacher, for instance. Previous iterations of YOLO 

models and other visual-based approaches either had poor results or needed cloud-based systems, which 

created a gap that newer advances in artificial intelligence can fill. 

This project is undertaken in an effort to bridge this gap using the best approaches that are in use today. 

The creation of a practical, on the site monitoring system for exams by vision models on AI. 

 

 

 

 

 

 

 

 

 

 



Chapter 3: Planning and Requirements 
The Camera Cheating Behavior Detection System is intended for exam supervisors and academic staff that 

requires a reliable tool to help support the examination surveillance. Other than that, IT support staff are 

considered as users who can then monitor and troubleshoot the technical issue for the deployment of the 

system. Practically, the system identifies the cheating behaviors on the go, sends on-screen alerts to exam 

supervisors in real time, and generates copies of incidents on supervisors’ laptops as evidence. Major non- 

functional objectives are high detection accuracy for suspicious activities, an intuitive and friendly-to-use 

interface for the supervisors, fast response with minimal lag; reliable operation during exam sessions – no 

sensitive identification data is stored; and rigid privacy protection for students. 

 

Several project assumptions and constraints were established from the beginning. The first deployment is 

executed as a laptop setup for testing as it operates outside of cloud services to eliminate internet reliability 

concerns and privacy issues. It is assumed that high resolution CCTV, or ‘webcam’ cameras will be 

utilized here which are connected via Bluetooth or wired USBs to feedback high quality video for effective 

detection. The system is developed with the knowledge that it will later be incorporated with standard 

classroom CCTV infrastructure. 

 

Users
 Functional 

Requirements 
Users

 Functional 

Requirements 

Exam 
Detect cheating 

behaviours 
High detection Detection initially runs on 

Supervisors in real time accuracy laptop (for testing) 

Academic Staff 
Notify supervisors 

immediately of incidents 
User-friendly interface 

No cloud dependency 

(local processing only) 

IT Support 
Log and store cheating 

incident records 

Strict student privacy (no 

facial ID) 

Use high-resolution 

CCTV camera (Bluetooth 

or cable) 

Table 3.1 Users, Functional and Non-functional Requirements, and Project Constraints 

 

 

 

 

 

 

 

 



Chapter 4: Project Analysis and Design 

The Camera Cheating Behaviours Detection System enables exam supervisors to log into a specific 

website for live monitoring as well as immediate cheating behaviour alerts. A CCTV camera in the 

exam room is linked to the supervisor’s laptop (with Bluetooth or via cable) that broadcasts video to 

an artificial intelligence module that tracks the movements of the students. The system is a system 

which will help to streamline exam proctoring where one supervisor can monitor all the exam hall. 

Major features include the real time detection of suspicious behaviour, instant alert notifications, 

ability to playback previously recorded evidence (after the exam). 

 

When an exam session begins, the supervisor switches on the system; he or she also connects the 

camera of the classroom. The AI element continually looks at the live footage video, which is being 

sent onto the laptop, for any irregularities in movement or filmed activities. In case the behaviour of 

cheating is identified, the system generates an alert to the supervisor through the web interface which 

triggers immediate action (interventions among students). This approach recognizes that within a 

given team, there may be efforts by an individual to cheat, and for this reason, all the steps of such are 

flagged immediately, enhancing integrity without completely depending on human caution. 

4.1 Context Diagram 

The context diagram is a depiction of system components and users through which they get involved. 

The exam supervisor provides access to the system via a secure web portal that sends instantaneous 

information updates on any incidents of cheating picked up. The AI module processes the live video 

that is streamed to the supervisor’s computer from the classroom camera. When the suspicious 

behaviour is detected, the web portal is triggered to register an alert of the sort to the supervisor. 



 

Figure 4.1.1 1Context Diagram 

The video taken by the camera is sent to the artificial intelligence system by the laptop to be analysed. The moment 

that it finds a suspected case of cheating the system generates an alert to the web application – after which the 

supervisor is then notified. 

4.2 Use Cases 

• Monitor Examination 

• Detect Cheating Behavior 

• View Cheating Notifications 

• View Recording History 



 

Figure 4.2.1 Use Case Diagram 1 

The Supervisor has access to 4 elements which are View Recording History and View Cheating 

Notification and Monitor Examination and Detect Cheating Behavior. 

4.3 Activity Diagram  

System Activation → Video Capture → AI Movement Analysis → Suspicious Behavior Detection → 

Supervisor Alert → Supervisor Action (e.g., relocate student, confiscate exam paper) 



 
Figure 4.3.1 Activity Diagram 1 

First the supervisor will start the system and activate it, then the system will start capturing the video 

and do the AI Movement Analysis based on the AI trained model and it will check for any suspicious 

behavior, if it detects any then it will notify or will alert the supervisor, based on the alert the 

supervisor will take action, and if not detected anything it will continue capturing the video and make 

the AI Analysis. 

4.4 Sequence Diagram  

Supervisor accesses website → Connects camera to laptop → Camera streams video → AI analyzes 

video → Suspicious activity identified → Notification sent to supervisor via website 



 
Figure 4.4.1 Sequence Diagram 1 

The supervisor will access the website in order to get the session started. At that point, the camera will 

be connected to the laptop and the video content will start streaming to the website directly. The 

laptop transfers the video stream to the AI module for the purpose of the analysis. In case the AI 

detects any criminal activities, a notification will be sent to the supervisor instantly via the website 

interface. This automatic procedure ensures instant watching of the happenings and immediate action 

towards likely security risks. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



Chapter 5: Implementation 

To make sure the Camera Cheating Behavior Detection System project completes successfully, we 

have planned implementation strategy. The project timeline has been 

segmented into clear phases, with specific checkpoints and estimated finish dates 

so as to track progress while also maintaining a smooth workflow. The actual handbook is therefore as 

shown below: 

 

Data Gathering (Deadline: 20 March 2025)) 

The task was to succeed by collecting enough of the necessary visual data through stunting and 

capturing the different cheating behaviors. The entire team worked closely together, thus developing 

the necessary varied dataset eventually for the model to be of use in the best way. 

 

Image Annotation (Deadline: 23 March 2025) 

One of the most significant tasks in this stage is to annotate the collected images. The most important 

components that stand as the proof of cheating behaviors like bizarre body movements and objects in 

the room that are not allowed, will be clearly labeled. Every worker must devote their full attention to 

this step to guarantee accuracy, consistency, and trustworthiness of the training data for all the 

models. 

 

AI Model Training (Deadline: 25 March 2025) 

We will employ the labeled dataset to raise the AI detection model's level using the YOLOv10 

technique. Instead of focusing on a particular stage of the process, we will utilize a cyclical system to 

ensure that we fully develop and then train the AI model. That's how we will reach the maximum 

accuracy and build the best detections, by changing the parameters each time and turning them 

properly. 

 

Testing and Validation (Deadline: 1 April 2025) 

After finishing the initial training, specific, traceable tests will be set up. Our goal is to test the ability 

of our model to recognize and correct cheating behaviors in most real cases by examining accuracy, 

precision, recall, and overall dependability. 

 

Embedding AI Model into the Webpage (Deadline: 7 April 2025) 

The success of the implementation phase rests exclusively on the tested and verified AI model being 

entered into the web page smoothly in such a way that it integrates well with our existing site look and 

feel. This integrated system on the web portal not only makes exam supervisors aware of the situation 

in real-time but also allows them to be able to track this entire process in a very user-friendly way 

during the real-time of the operations. 

 

Implementing HD Camera Integration (Deadline: 10 April 2025) 

The thing that should be mentioned is the last in a chain of activities and it can be said that it 

means consolidating the machine learning AI system with the high-resolution CCTV 

camera feed showing the video over the internet directly into an AI-based detection system. A further 

stage in this is the final adjustments at the two ends of the communication choir that will realize clear, 

uninterrupted data between the camera, laptop, the AI system, and the supervisor. 

 

 

 



Chapter 6: Web interface Design and Implementation 

6.1 Overview 

The AI-based Cheating Detection System for this website is the major point of convergence for 

teachers and administrative personnel to observe, supervise, and respond to online test cheating cases 

in real-time. It acts as a go-between between the back-end AI-monitoring engine and end-users to 

deliver real-time interaction and comments through a friendly interface. 

 

Web applications developed with the user in focus allow the teachers to set up a camera, start and 

finish the examination monitoring, and get real-time notifications for strange activity that might be 

reported by the AI algorithm. Also, the platform supports reviewing recorded sessions and viewing 

incident logs to allow examination assessment and documentation post facto. 

 

Deployment of the website is most crucial to the system's success in general because it makes 

advanced backend processes—such as video feed analysis and monitoring of behavior—a non-

technician-friendly feature. It equates to trainers not having to get too technologically involved just to 

be able to monitor accordingly, leading to a solution deployable institution-wide, easily up scalable, 

and maintainable. 

6.2 Front-End Design 

HTML5, CSS3, and Vanilla JavaScript were used to develop the front-end of the site in the simplest 

way possible for it to be responsive and easily usable mainly.  

 

The layout is designed to follow the university's visual style and teachers can easily manage students' 

performance during tests because it is structured that way. 

 

The top factors taken into consideration were: 

 

• Responsiveness: Built to function flawlessly on desktops and tablets. 

• UI/UX: A simple interface, easy to navigate, and consistent styling to reduce cognitive 

load. 

• Feedback & Alerts: Status messages in real-time and redirecting alerts enhance 

situational awareness. 

 

Here some of the website snapshots: - 

 

 

 

 

 

 

 

 

 

 

 



6.2.1 Login Page 

 
Figure 6.2.1.1 1Login Interface for Authorized Users 

The login page is the system gateway where only valid instructors or staff can see the monitoring 

dashboard. 

 

 
Figure 6.2.1.2 Login Interface for Unauthorized Users 

It has secure password and email fields with visual feedback on error if the user enters a wrong 

password and email. 

 

 

 

 

 

 



6.2.2 Home Dashboard 

 
Figure 6.2.2.1 Main Dashboard with Feature Access 

Upon login, a one-dashboard is displayed to users, and it contains fast reach of core functions 

composed of alert detection for cheating cases, camera settings to configure the camera to the 

supervisor’s laptop, and recordings so he is able so look back if any cheating cases happen or if he 

finds any to similar papers he can check the recording and then he will have proof that the cheater 

where cheating during the exam and the proof is the recording. 

6.2.3 Camera Configuration Page 

 
Figure 6.2.3.1 Camera Configuration with Connection Type Selection 

This page provides an option to use USB connection and start webcam streams for testing purposes 

because we do not have the budget for connected using an actual camera which is preferred a CCTV 

camera. Controls also provide full screen toggling and recording capability. 



 
Figure 6.2.3.2 Recording Features 

Here the user or supervisor can start the recoding manually and have another feature which is the 

Fullscreen where the user can adjust the screen as he like. 

 



 
Figure 6.2.3.3 View Adjustment and Recording Error 

Here the user can go and browse or do any activity with he’s laptop as he wishes because we have a 

great feature which is picture-in-picture where it creates small square, and he can watch the class from 

there. Additionally, if the user by mistake clicks on stop webcam there is an error message will appear 

and tell the user to close the camera first, so he’s saved recoding don’t disappear and be saved in the 

local machine. 

6.2.4 Alert Detection Interface 

 
Figure 6.2.4.1 View Adjustment and Recording Error 

Here the user can access cheating alerts in an organized structure for review and confirmation. Alerts 

can be dismissed by clicking “Dismiss Alert” to save space and get rid of unnecessary storage 



 
Figure 6.2.4.2 Cheating Alert dismissal 

6.2.5 Profile Settings Page 

 
Figure 6.2.5.1 Account settings configuration 

This page allows the user to update and confirm any changes to his account settings and credentials, 

changes can either be discarded or confirmed by clicking “Update Info”. Current details are display in 

the Account User Details section. 

 

 

 

 

 

 

 



6.2.6 IT Support Page 

 
Figure 6.2.6.1 IT Support Page Overview 

Aligning with Ajman University’s excellent Student Support, we have implemented an IT Support 

Centre providing clear instructions, resources for the user to take advantage of and receive directly 

from Ajman Universities repositories. 

 

Figure 6.2.6.2 IT Support Faculty/Staff Resources Link  

The “Faculty/Staff Resources” button is a hyperlink to the official Ajman University Faculty/Staff 

section. 

 

 



 

Figure 6.2.6.3 IT Support Contact Link  

This button launches outlook or other default email programs to send an email ticket directly to IT 

Support. 

 
Figure 6.2.6.4 IT Support Technical Issue 

Similarly, Technical Issue button is used to report bugs or other technical difficulties directly to our IT 

Team. 

 



 
Figure 6.2.6.5 Live Chat with an IT Specialist  

Lastly, our Work-In-Progress feature which we hope to deliver in the near future, a Live Chatting 

system that facilitates direct instructions and guidance to the user in an automated and user-friendly 

manner. 

6.3 Back-End Development & Model training 

6.3.1 Back-End Development 

The processing of detection results and communications between the web interface and the AI model 

are the responsibilities of the back end of the system.  

This, however, includes getting outputs from the AI model ( a “cheating detected” event) and logging 

them to a database and using them to trigger events to the front-end for the supervisor to see. We 

coded the back-end logic in Python which interfaced with the front-end through a light weighted web 

framework and implemented a real time database (Firebase) to send notification messages to web 

client instantly. 

 
Figure 6.3.1.1 Cheating Alert Pseudocode 

First of all, the system checks the actual time and evaluates the output of the AI model. If the 

confidence at which the model detects behaviour is above 85% and cheating is recognized, the 

behaviour is triggered by back-end; function to initiate an alert. 



 
Figure 6.3.1.2 Cheating Alert Function 

This function takes care of the sending out of the cheating alert. It makes an alert entry with details 

(timestamp, type of cheating strings) and adds it to the database. It also prepares erroneously the 

notification payload response that will be transported to the web interface for the supervisor. 

 

 
Figure 6.3.1.3 Firebase Database Configuration 

It has an internal back end which consists of a Firebase real-time database. This code illustrates steps 

used for initialisation and connection set up in Firebase. It produces all required database keys and 

security protocols for an application to save and retrieve alert record data. Once configured, once any 

notification enters the database it gets synchronized and is made available for any display in the 

client-side interface for the supervisor to view. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 
Figure 6.3.1.4 Flask Route to Start the AI Model and Camera Feed 

The Python function presented is responsible for uploading the artificial intelligence model and 

opening the system’s camera, if it has never been used. The GET request is being listened for at the 

endpoint /start_model. The function when called first returns if the AI model is successfully loaded 

by calling load_model(). Then it initiates the camera via cv2.VideoCapture(0) and examines 

whether it works. In the event of failure of the camera to open, the system returns a 500-error. After 

successful initiation of the model and the camera, the function begins the thread of frame generation, 

which allows for real time processing. This enables the system to begin detecting behaviour from live 

video streams. 

 
Figure 6.3.1.5 Flask Route to Stop the AI Model and Release Resources 

This step, properly, brings an end to the artificial intelligence stream processing, and frees up the hardware 

resources that have been reserved for use in the camera. It answers the /stop_model GET endpoint by 

rendering the ai_processing flag FALSE hence terminating any active AI inference procedures. When the 

camera is called in some circumstances it is deactivated by use of the OpenCV release function 

(camera.release ()) and the camera reference destroyed. The process guarantees that the system reverts to 

the normal unrestricted state, removes memory leaks and makes future sessions easy. 



.  

Figure 6.3.1.6 Video Feed Streaming Route for Web Display 

The /video_feed route allows the streaming of camera frames to the web interface streaming 

continuously. It response with multipart/x-mixed – replace HTTP response, which browsers will 

utilize for the rendering of a live video feed. Even though camera initialization is commented out in 

this function it is assumed that the camera is already initialized. Unless there is already running AI 

processing, a separate thread is started for frame generation. The backend stream has a straight 

connection with the user interface element used for the live video rendition for behavioural analysis. 

 

 
Figure 6.3.1.7 Firebase Email/Password Login and Token Generation 

This JavaScript function will log-in users by using email and password through the Firebase 

Authentication. It retrieves a session token, (getIdToken()), saves it in the local storage in the 

browser then redirects the user to a home page after successful authentication. This token is used to 

verify user identity for secure websites and to prevent unauthorized posted in the AI dashboards. 

 

 



 
Figure 6.3.1.8 Firebase Auth State Monitoring for Session Validation 

This way ensures that access to protected pages is only accessible by the authorized users. If an 

opening user lacks a valid session, the function will redirect to the login page and the message access 

denied will be shown. This is a basic mechanism of security for ensuring the integrity of the 

maintaining session throughout the application life cycle. 

 

 
Figure 6.3.1.9 Firebase Logout Function with Token Destruction 

Upon calling this function, it logs out user session using Firebase’s signOut() function and removes 

the token from the local storage. Upon the logout the user is redirected to the login page. In addition, 

it has error handling capacities built in it that provide it with the ability to catch and illustrate any 

logout errors that may be experienced enhancing the robust end user experience. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 
Figure 6.3.1.10 Web-Based Screen Recording Initialization Using MediaRecorder 

This asynchronous function makes it possible to record a screen in a session. It initiates a new 

instance of a MediaRecorder, whose MIME type will be video/webm. The mentioned function is 

always on the lookout for incoming segments of data. After recording has finished, it combines all 

segments into a downloadable file in WebM format and initiates its automatic download. The 

function also disables switching cameras while recording to maintain the capture integrity of data 

during an examination session. 

 
Figure 6.3.1.11 Stop Recording Function and UI State Reset 

This JavaScript function stops the active screen recording session and resets the UI. It reverts the 

recording button’s icon and re-enables the camera selection input. By halting the MediaRecorder 

instance and allowing user interface updates, this ensures the system provides clear feedback and 

prepares the interface for future recording sessions. 

 

 

 

 



Chapter 7: AI Model 

 

7.1 AI Model Training process 

In this chapter I will talk about the steps we took to train our model; first step is data gathering. 

7.2 Data Gathering 

For data gathering we divided the data into 2 parts: 

1. Generated our own data (by taking pictures and videos) 

2. Get data from open sources 

Example of generating our own data is the figures below: 

 
Figure 7.2 1 Picture of Normal Posture 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 
Figure 7.2.2 Picture of Cheating Posture 

For the second part we took this data from Kaggle which is an open-source dataset website which you 

can download images or another dataset that you would like to use, this is an example of the dataset 

available online: 

 

 
Figure 7.2.3 Example of a Picture from Open Source 

 



7.3 Data Annotations 

After gathering the data now we have to annotate it so the model can understand what data it is 

getting, to do this step we have used Roboflow, Roboflow is a free tool available online, this tools 

makes it so much easier to split the work between me and my colleagues, so in the figures below I 

will show the steps to how to annotate the data and make them ready to train the model. 

7.3.1 Create a new project 

First step is to login, and create a new workspace, in that workspace you should click on create a new 

project: 

 
Figure 7.3.1.1 Create New Project 

Then we should name the project, specify the Annotation group, and specify for what are we doing 

this project, for us we are using Object detection: 



 
Figure 7.3.1.2 Process of Creating Project 

After that we create the project, after creating the project we are going to upload the data into the 

project in this page. 

7.3.2 Upload the images 

 
Figure 7.3.2.1 Upload the Images 

 

 



After inserting all the images, you click on save and continue: 

 
Figure 7.3.2.2 Images are Uploaded 

After this step we go to annotate the images. 

 
Figure 7.3.2.3 Annotate the Images 

 

 



7.3.3 Annotate the images 

Now we are going to annotate the images for us we have 2 labels: 

1. Normal 

2. Cheating 

We are going to use these 2 labels to distinguish between cheating posture and normal postures of 

students, now how do we do it, first we use the Bounding box tool to draw a bounding box around the 

object, for example like this: 

 
Figure 7.3.3.1 Drawing Bounding Box 

In this image for example we drew a bounding box around my colleague and specified the label into 

cheating because he is cheating after that we save it, after saving it should look something like this: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



After annotating all the images, we are going to add the images to the datasets: 

 
Figure 7.3.3.2 Add Annotated Image to Dataset 

Now to the next step we check on all the images we have annotated to see if there are any mistakes 

that happened: 

 
Figure 7.3.3.3 Here is How the Dataset Looks like 

After that we are going to create a version of this dataset and specify how much training, validation, 

and testing do we want. 



7.3.4 Create a version 

In the image below we click on create version to create a version of the dataset: 

 
Figure 7.3.4.1 Create a Version 

 

After that we are going to specify the dataset, we want to use which is the whole dataset: 

 
Figure 7.3.4.2 Select Dataset 



Then we should choose the split as I mentioned before, how much I need for trainings, validation, and 

testing, for us we went with 82% training, 18% validation, and 0% testing because we will test this 

model on live cameras. 

 

 
Figure 7.3.4.3 Train/Test Split 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



After that we are going to do some preprocessing, we will choose 2 things: 

1. Auto-Orient, which orients the images to be all vertical. 

2. Resize, this will resize the images to 640x640 (which is the best for Computer vision 

AI models. 

 
Figure 7.3.4.4 Preprocessing 

After that we are going to create the version that we are going to use to train our model: 

 
Figure 7.3.4.5 Create Version 



After creating the version, we can download the labelled dataset to be used to train the model, when 

downloading the dataset we have to specify the format, for us the format is YOLOv11 and then 

download the dataset as a zip file to the computer. 

 
Figure 7.3.4.6 Specify Exporting Format 

After extracting the file, you will notice that the format of the folders look like this: 

 
Figure 7.3.4.7 Folders format 

 

 

 

 

 

 

 

 

 

 

 

 



And if we go look at the images, there will be all the images in jpg format but if we look at the labels 

we can see that all the files are in txt format, but they have the same name, so when we open the files 

(one jpg and one txt with the same name) usually looks like this: 

This is the image: 

 
Figure 7.3.4.8 Image Example 

And this is the label of this image: 

 
Figure 7.3.4.9 Text File Format Example 

 

 

 

 

 

 

 



All the time the name of the image file and the label of that file are the same, what is different is the 

file type so we can see that in the first image it is .jpg but in the second it is .txt, now let’s talk about 

the txt file and what does the numbers mean. 

The format of these numbers read like this: 

<class_id> <x_center> <y_center> <width> <height>  

1: class_id – This object belongs to class 1 (the first class in the dataset which means normal). 

 

0.3328125: x_center – X coordinate of the center of the bounding box, normalized. 

 

0.353125: y_center – Y coordinate of the center of the bounding box, normalized. 

 

0.221875: width – Width of the bounding box, normalized to image width. 

 

0.3609375: height – Height of the bounding box, normalized to image height. 

 

7.4 Train the Model 

For training the model I have used VS Code to write and execute the code, here is a sample of the 

code used for the training: 

 
Figure 7.4.1 Training the Model Code 

First we import torch and yolo, after that we are going to use a pretrained model to help with the 

accuracy of the model, for us we have used yolo11n (YOLOv11 nano), after that we specify the path 

of the data.yaml file, specify how many epochs we want to train and lastly we want to use the GPU to 

train the model, if it is not available then we want to use the CPU.  

 

 

 

 

 

 

 

 

 



This is a screenshot of the data.yaml file: 

 
Figure 7.4.2 data.yaml file code 

In the data.yaml file we should specify the training path and the validation path. 

After doing this then we can train the model by running the python file. 

7.5 Results 

After the training is done, we can view the results: 

 
Figure 7.5.1 Training Results 

These are the results of our training, we can see the accuracy kept increasing, and the loss kept 

decreasing, which means that the model is improving, and that the training is going to the right 

direction. 

 

 

 

 

 

 

 

 



7.6 Testing the model 

Last step is to test the model, we used some images to test the model, here are some testing results of 

the images: 

 

 
Figure 7.6.1 Cheating Case 

 

 
Figure 7.6.2 Normal Case 

 

 

 

 



Chapter 8: Conclusion 

Generally speaking, Camera Cheating Behavior Detection System is a suitable example of 

how the application of artificial intelligence can improve surveillance during exams. The 

outcome of the project was the implementation of a YOLO trained model to identify specific 

forms of cheating based on body movement and postures and interactive web interface to 

offer real time warning to the invigilators. Also, the system values the privacy of students by 

excluding facial recognition and addressing behaviors that represent cheating activity. 

 

Initial evaluations of the system identified how it could detect open cases of academic fraud 

and notify relevant stakeholders promptly, hence allowing for human surveillance of 

suspected incidents. There are areas for improvement; for example, increasing the size of the 

dataset by adding more honest and more cheaters to expand the range of behaviors that the 

model will be trained to detect so as to increase the detection of subtler behaviors and wide 

scale field tests in live examination rooms. Further, integration of the system with existing 

classroom monitoring tools, as well as tuning of the alert interface using user feedback, 

improve adoption. Generally, such an attempt creates a good base to AI-enhanced 

examination monitoring and provides a practical framework to safeguard academic integrity 

in academia. 
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Appendix 

 
Figure A.1 Project Poster 



Appendix A.1 – Poster Design Overview 

This poster describes the AI Cheating Behavior Detection System project in its general picture, its 

justification, and method and the obtained results and general conclusion. The justification part 

describes limitations in relation to traditional examination monitoring and emphasizes the need for 

artificially intelligent substitutes. Methodological approach shows the usage of YOLOv10/11 for 

object detection, usage of customized data sets and adding real-time notifications to web-based 

platform. The results report a successful prototype development with real-time monitoring, alerting, 

and initial CCTV systems integration. This poster was a deceptive instrument for presentations and 

displays, clearly enumerating the large benefits and achievements of this system. 

 

Appendix A.2 – Survey Summary: - 

 
Figure A.2.1 Responses Overview 

This figure displays the aggregated responses from 46 participants over 9 days, collected via 

Microsoft Forms. 

 
Figure A.2.2 Survey Results: Perceived Frequency of Cheating on Campus 

Question 1: Do you believe cheating is a common problem at your university? 

Analysis: 

By out of the 46 participants, 65% responded positively, this would therefore speak volumes when it 

comes to the incidence of cheating. To the contrary, 24% of the respondents disagreed and 11% were 

not sure.  

The evidence presented herein provides eminent basis for developing AI powered interventions for 

improving academic integrity. The high percentages of participants who identify cheating indicate that 

students are aware that this is an obvious problem which is widespread. 

 



 
Figure A.2.3 Survey Results: Student Witnessing of Cheating Behaviours 

Question 2: Have you ever witnessed someone cheating during an exam? 

Analysis: 

A big 67% of students reported first-hand observation of cases of academic dishonesty hence a 

testament that cheating is a lived experience and not a perception, 17% of recipients could not answer 

and 15% gave “No” answers which may mean either of non-sureness or indirect acknowledgment of 

cheating existence. Based on the figures, it can be seen that throughout the country there are 

widespread cheating incidents and there are gaps in the traditional monitoring strategies. 

 
Figure A.2.4 Survey Results: Student Opinions on Monitoring Effectiveness 

Question 3: How effective do you think current exam monitoring is? 

Analysis: 

Only 15% found it “very effective”; 54% “somewhat effective” – an obvious moderate confidence in 

tools we already had. Meanwhile 26% had answered “not effective” and 4% didn’t know. These 

results point to dissatisfaction with the current system and confirm the project’s aim of introducing AI 

driven improvements of increased reliability and objectivity. 



 
Figure A.2.5 Survey Results: Reasons Students Admit to Cheating 

Question 4: In your opinion, why do students cheat? (Select all that apply) 

Analysis: 

Major identified factors were “Pressure for top grades” at 36%, “Not being properly prepared” at 

29%, which says that high academic pressure and inadequate preparation are influential factors; 13% 

of subjects reported “Lack of supervision” and cited “The behavior of other pupils” while 8% of 

subjects selected the category “Other”. 

 

These findings show that academic cheating is not only aided by the perception of opportunity, but 

also by fundamental problems of education and psychology that can be solved with the use of 

improved monitoring methods. 

 
Figure A.2.6 Survey Results: Student Comfort with AI-Based Proctoring 

Question 5: Would you feel more comfortable if AI was used to detect cheating instead of 

human proctors? 

Analysis: 

Responses were evenly distributed with 41% comfortable with YES, 37% uncomfortable with YES 

and 22% unsure. This demonstrates an optimism surrounded by an ongoing lack of trust. Their pupils 

can describe phobias about fairness, open-mindedness or privacy. The need for a rationale behind 

what drives its mechanism in the system, what data, which its relies upon, and what protections 

against erroneous allegations create an interesting contrast. 


